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On Terms
The Concept of Consequences in the

Analysis of Behavior
Comunidad Los Horcones
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Consequences are fundamental to the
science ofbehavior. They are fundamen-
tal to its epistemology (Day, 1980), a sub-
ject matter for its experimental analysis
(Skinner, 1966), and the basis for appli-
cation (Baer, Wolf, & Risley, 1968) (see
also Skinner, 1981). As fundamental as
consequences are, though, the term "con-
sequence" is not always used in a clear
and consistent manner, and hence is
sometimes a source of imprecision in in-
terpretation, analysis, and application. In
this brief commentary, we describe the
problem, suggest a restriction in the
meaning of the term that is semantically
appropriate, and illustrate how the re-
striction facilitates and clarifies the use
ofrelated terminology (see Vargas, 1984,
1985).
The problem is basically a simple one:

Consequences are too generally taken to
be events that follow responses closely in
time-with little additional clarification.
This usage, does not distinguish between
(a) events that follow responses and that
are produced by those responses (i.e., re-
sponse-dependent events) and (b) events
that follow responses and that are not
produced by those responses (i.e., re-
sponse-independent events). Not only is
"consequence" unclear about these for-
mal relations, it is also not specific about
what stimulus functions the events might
have for responding (i.e., a reinforcing or
punishing function). These problems may
be resolved in the following fashion.
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Webster's Dictionary (1969) defines
"consequence" as "something that is
produced by a cause or follows from a
form of necessary connection or from a
set of conditions" (p. 482). Thus, the se-
mantically appropriate use of "conse-
quence" accords with the first meaning
above, that is, to events that are produced
by responses. Being no more further re-
stricted, this meaning of consequence
holds whether or not the events produced
have a stimulus function for subsequent
responding.
Not only is Webster's first meaning se-

mantically appropriate and terminolog-
ically more precise, but it also fits well
with the meaning ofanother term -post-
cedent (Vargas, 1984, 1985). Postcedents
are events that follow responding in time
whether or not they were produced by
responding. "Postcedent" is therefore a
more general term covering both conse-
quences and non-consequences. In both
cases, neither term -postcedent nor con-
sequence-implies any specific stimulus
function.

INTRINSIC AND EXTRINSIC CON-
SEQUENCES

By restricting the use of"consequence"
in this way, the operational meanings of
"intrinsic" and "extrinsic" consequences
become clearer and more precise. Intrin-
sic consequences are the natural and au-
tomatic results of responding (see Hor-
cones, 1983; Vaughan & Michael, 1982).
They are more or less inevitably pro-
duced by the structural characteristics of
the physical environment and the bio-
logical organism; they are not pro-
grammed by others to occur. In contrast,
extrinsic consequences occur in addition
to any intrinsic consequences. They may
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be programmed by our social environ-
ments, by applied behavior analysts, by
researchers, and by teachers and others,
but they do not occur solely as a natural
consequence of responding. Although
both intrinsic and extrinsic consequences
are contingent upon responding, in nei-
ther case need they have a stimulus func-
tion for subsequent responding (i.e., be
reinforcing or punishing). Consequences,
whether extrinsic or intrinsic, may be
reinforcing or punishing in function, or
they may be neutral; stimulus functions
are not inevitable in either type of con-
sequence. Because this readership is al-
ready familiar with what this means for
extrinsic consequences, we focus on in-
trinsic consequences in the remainder of
this section.

Unlike extrinsic consequences, the oc-
currence of intrinsic consequences can-
not typically be altered without interven-
ing directly into the physical environment
and/or biological structure and function-
ing; the natural and automatic conse-
quences of responding will typically fol-
low unless directly prevented. Although
environments and organisms can be
physically restricted (e.g., incapacitation
by drugs or physically "hardening" the
targets against crime) in order to mini-
mize the occurrence of intrinsic conse-
quences for responding, this means of
control does not build effective behavior.
Behavior analysts, though, do have two
means for controlling the relationships
between responding and its intrinsic con-
sequences more productively. First, un-
conditioned stimulus functions (e.g., pri-
mary reinforcement) can be altered by
various establishing operations (Michael,
1982). Second, conditioned stimulus
functions can be imparted to neutral or
countervailing intrinsic consequences by
interrelating them with other already es-
tablished stimulus functions. Let us elab-
orate on the latter.
The proper washing of dishes has in-

trinsic consequences, one ofwhich is that
dishes become clean; this consequence,
however, may or may not reinforce wash-
ing dishes. In order to bring dish washing
under the control of its intrinsic conse-
quences, having clean dishes has to be-

come a conditioned reinforcer by inter-
relating it with other, already extant
reinforcers. When this is done effectively,
the previously neutral intrinsic conse-
quence becomes a reinforcer and enters
into a subsequent controlling relation-
ship with responding (Horcones, 1983).
In everyday language, we would say that
the person "likes to see clean dishes."

A CLASSIFICATORY SCHEME
Given the previous discussion, events

that occur after behavior might usefully
be classified according to three criteria-
formal, operational, and functional (see
Table 1). These criteria are described and
defined below.

Formal Criteria
The formal criteria for classifying

events that follow behavior are these: (a)
An event is a postcedent if it occurs after
behavior; postcedents may be either a
consequence ofbehavior (i.e., a response-
dependent event) or a non-consequence
(i.e., a response-independent event). (b)
An event is a consequence if it is pro-
duced by behavior and a non-conse-
quence if it is not. (c) A consequence can
be intrinsic or extrinsic. It is intrinsic if
it is a natural and automatic outcome of
responding; otherwise, the consequence
is extrinsic. (d) A postcedent non-con-
sequence is always extrinsic, never in-
trinsic, in that it is not produced by re-
sponding.

Operational Criteria
The operational criteria are as follows.

(a) Intrinsic consequences cannot be made
to occur (without intruding biologically);
they occur naturally and automatically,
and are non-programmed by other social
agents. (b) In contrast, extrinsic conse-
quences are programmed (or not) by oth-
ers. (c) Extrinsic non-consequences (i.e.,
response-independent events) are, by def-
inition, non-programmed in nature.

Functional Criteria
Finally, the functional criteria: (a) An

intrinsic consequence can only be a nat-
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Criteria for Classifying Events

Formal Criteria Operational Criteria Functional Criteria

Temporal Relation Behavioral Relation Origin Arrangement Behavioral Relation Functional Relation

cNot Applicable
__Not Applicable

Not Applicable = .. Not Applicable
/
. Not Applicable

Intrinsic R / \~~~~~~~~~~~~~~~~~Reinforcing\ Stimulus
Unprogrammed Punishing

Neutral

Consequence

Reinforcing
ProgrammedStimulus Sm Stimulu/\/ Programmed ~Neutral Punishing

/ ~~~~~~~~~~Extrinsic
ExtrinsicStimulus e~ 7- Reinforcing

UnprogrammedNeta Punishing
Neutral

Postcedent

_ _ Not Applicable
/ Not Applicable =-Z ANot Applicable

/ ~ ~ Not Applicable

Not Applicable
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Non-Consequence

Not Applicable
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/ Not Applicable -- _ Not Applicable
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Extrinsic
S\imulus ~ Reinforcing

Unprogrammed_= ZC: 7 Punishing
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ural, non-programmed consequence of
responding; it may be either neutral in
function or it may be an effective stim-
ulus-reinforcing or punishing. (b) An
extrinsic consequence may be either a
programmed or non-programmed con-
sequence of responding; in either case, it
may be neutral in function or it may be
an effective stimulus-reinforcing or
punishing. (c) An extrinsic non-conse-
quence is always non-programmed, and
can be neutral or effective as a stimulus
(i.e., a reinforcer or punisher).

CONCLUSIONS
The use of precise and consistent ter-

minology is a prerequisite for the devel-
opment of a science (Einstein & Infeld,
1938). Of all the sciences, however, be-
havior analysis must take particular care

in this regard because the general public
constantly speaks about behavior in terms
that are far from precise (Hineline, 1980).
Imprecision, though, also occurs among
behavior analysts themselves (Hineline,
1980). In this regard, behavior analysts
have sometimes commented on and
urged more appropriate use of the exist-
ing behavioral terminology (e.g., Mi-
chael, 1975, 1980) and at other times have
proposed new terms (e.g., Michael, 1982).
In the present commentary, we are urging
the former.
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